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Abstract

In this brief white paper we de�ne semantic hyperwebs as labeled, weighted, directed
hypergraph-theoretical structures similar to weighted conceptual graphs; propose them as a
canonical framework for representation of knowledge and semantic information in Distributed
Knowledge Systems; and discuss technologies to support implementation. We are hopeful that
such structures and implementations will be useful in the development of robust, portable en-
vironments for knowledge management, development, elicitation, and exchange. This paper is
being distributed for comment, and not intended to be comprehensive, nor even especially novel.
Rather we hope to solicit guidance from the community and help point the way to hopefully
help develop and/or integrate o�-the-shelf technologies which can be brought to bear on the
problem at hand.
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1 Introduction: Towards Portable Knowledge Management Envi-

ronments

In this document we brie
y describe some preliminary ideas for the development of hypergraph-
theoretical representations, and their implementations, for portable Knowledge Management (KM)
environments.

1.1 Desiderata and Tasks for KM Environments

Many groups are currently focused on the problem of being able to develop knowledge management
systems for Distributed Knowledge Systems (dks) which are portable from one organization to
another. This is obviously especially diÆcult because di�erent organizations have di�erent data
types and content, let alone di�erent needs, goals, and organizational cultures. As noted by Johan
de Kleer at the Xerox PARC KM workshop in April, 2000, there is a high speci�city in each
system, coupled with an overall lack of theory. As noted by Daniel Bobrow also at that time,
we should attempt to adapt technology to the actual communities, seeding knowledge bases with
initial content and structure, while granting public recognition to community members involved in
specifying the environment to the organization.

Instead of moving a KM system from one organization to another, we want to consider construc-
tion of a KM environment which can be introduced into multiple organizations, and then semi-
automatically instantiated to that organization. Such an environment would contain a variety
of components, from standard database and computer-science tools useful for many purposes, to
more sophisticated representations and methods which might be appropriate for some particular
organization's needs. Moreover, this environment should support communities of knowledge agents
(human and/or computational) with tasks such as knowledge representation, elicitation, exchange,
and negotiation.

Desirable characteristics of such environments thus include:

Portability: An environment to be instantiated, not a system to be installed.

Flexibility: The ability to support multiple tasks and representations, depending on the local
need.
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Theoretical Soundness: Rooted in a solid mathematical basis, or at least describable in formal
representations.

Balance Between Generality and Richness: The environment should have a minimally suÆ-
cient degree of complexity to accomplish its tasks without over-design, both for theory and
implementation.

Interpretation Independence: KM systems can be focused on single representations or interpre-
tations, such as ontological representations of semantic relations among concepts. A formally-
rooted system will support multiple interpretations by allowing the representation of arbitrary
relations among any components in a dks (e.g. attribution or historical relations among doc-
uments, generic meta-data based linking, author-based \guides" through a high dimensional
corpus, etc.).

Small, Variable Structures: Technologies should support not just large, monolithic representa-
tions of huge corpora, but also small structures used in collaborative knowledge sharing and
agent communication and ontology negotiation.

Design and Discovery: Ideally, there should be support not just for human authoring of knowl-
edge structures, but also for knowledge discovery (bottom-up, induced relations).

The kinds of tasks which can be supported by such a KM environment include:

Hyperdocument Construction: Authoring and analysis of individual semantically enhanced,
nonlinearly structured hybrid hyper-documents and document collections.

Corpus Analysis, Management, and Representation: Representation, manipulation, and vi-
sualization of corpora as collections of documents connected by structural links (citation, web
links) and annotated by semantic keywords. Standard tasks include organization and retrieval,
and also customization and recommendation to users and communities of users [45].

Ontological Representation: Facilities for Communities Of Practice (cops) to construct and
manipulate representations of their speci�c ontological structures, and support for sociological
methodologies for the self-elicitation of same [34, 35, 40].

Natural Language Processing: Representation of syntactic structures of and semantic relations
in text (e.g. document abstracts).

Agent Negotiation and Collaboration: Facilities for agents (human or computational) to share
not just information structures through a common protocol, but also knowledge structures

which provide the semantic basis for the interpretation of those structures [44].

Data Mining: Graph clustering and other data mining methods (e.g. sequence analysis, network
analysis, latent semantic analysis, and other statistical tools) to uncover hidden patterns and
structural relations.
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1.2 Representation of Semantic Information

Of course, KR frameworks have been pursued for decades. What is new today is the combination of
new formal frameworks and available computational power. Beyond that is the understanding that
we can move towards the representation of semantic information in dks, that is, further information
about the content and interpretation of other pieces of information in our knowledge systems. An
example is Berners-Lee's call for a \semantic web" [5, 7, 46] (although Joslyn introduced that term
earlier to denote a particular formal structure useful in this context [23]), referring to the next level
of internet-like dks.

The discussion of semantic information theory in general is very deep, and we won't go into it
too much here [2, 14, 21, 24, 25]. However, we will note that the movement to semantic information
involves at a minimum a meta-syntactic labeling to distinguish information tokens as to their
meaning, use, or interpretation. Examples include:

� Keywords to distinguish subjects and topics of documents, as used in digital libraries and
other corpora.

� Meta-data to distinguish data format, provenance, and content, as is being widely used in
modern knowledge exchange environments [42].

� Labeled or typed relations to distinguish semantic categories and relations among concepts,
as used in ontology representations environments.

1.3 Syntheses: Formal and Representational

Another aspect of the modern environment appears to be the ability to draw from the multiple
fundamental formalisms which underly modern information systems, including:

Relational: Mathematical relations of the form R ��
i

Xi, where the Xi are multiple dimensions

(sets). Such structures provide a canonical meta-language for mathematical systems [30], and
are the foundation for relational databases.

Logical: The traditional frameworks of AI, including frame semantics, rule bases, and description
logics [41, 48].

Graph Theoretical: Including traditional semantic networks [47] and other diagrammatic repre-
sentations such as entity-relation and data
ow diagrams [17, 19].

Object-Oriented (OO): Mirroring modern software engineering methods, including inheritance
hierarchies diagrams and DAGs, and the UML approach to meta-meta-modeling.

It should be noted that many of these representational frameworks are homomorphic or isomorphic
under certain conditions. For example, mathematical relations, systems of logical propositions,
and OO hierarchies have standard graph theoretical representations [48]; and logical systems, OO
hierarchies, and graphical structures are reducible to certain kinds of mathematical relations R.
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Building on the ability to integrate these mathematical bases, there also appears to be a coming
synthesis in the community in terms of the recognition of the needed properties in these environ-
ments and possible mathematical representations, merging data objects and logic in a variety of
distributed environments. This can be seen in a summary of ontology (or knowledge) represen-
tation languages which has been provided by Corcho and G�omez-P�erez [10] in Fig. 1. Note the
great similarities in capabilities, and while logical features are emphasized, OO concepts are also
prominent.

1.4 Notes on This White Paper

As an aside, let me here note a couple of things about the context of this paper.

� This document is one of exploration, soliciting comment and input. I am aware that a vast
array of KM tools, methods, and formalisms are available and being brought to bear from both
the academic and corporate communities (e.g. [6, 10, 27, 41, 48]). Indeed, we are becoming
more aware of these every day, and this document should in no way be seen as attempting
to be comprehensive, either about existing KM tools or about underlying graph-theoretical
methods. As I learn more about the current state of the art, I hope I will discover to what
extent I am recapitulating existing work, and update this document accordingly.

� Similarly, it is my sincere hope that much of what I'm discussing and proposing here is, in fact,
not novel, but rather that we would be able to buy or download facilities such as envisioned
here o� the shelf. Barring that, we would like to be able to acquire a more general environment
which could be instantiated to arrive at the ideas described here. Barring that, we would like
to team with like-minded developers within the KM community to help construct such an
environment.

� I should also stress that while much of what is discussed here is abstract, most of these ideas
have developed over a number of years of considering what would be useful for a personal
tool for my own KM needs. In other words, I really want to have what I'm proposing here
for its own sake, and for my own purposes.

� Finally, we here address almost entirely issues of representational environments, over and
above mechanisms for inferencing, or the production of new knowledge relative to an existing
corpus of knowledge, within such environments. We are, however, aware of this issue and
existing inference methods, and simply note the possible role of:

{ Production systems for logical representations

{ Projection, extension, join [26] and closure for relational representations

{ Graph matching and manipulation for graphical representations

2 A \Semantic Hyperweb" Approach

As mentioned, it is well known that there are a number of distinct formalisms available for repre-
senting knowledge structures, including mathematical relations, frames and rules, object-oriented
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Figure 1: Comparison of ontology markup environments [10].
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type hierarchies, semantic networks and conceptual graphs, and many others [48]. To a large ex-
tent, isomorphic and homomorphic transformations are available mapping these into each other,
and so the choice of a particular methodology depends on the relative tradeo�s of ones purposes.
It is wise to choose methods which are general enough to be 
exible and portable to serve many
purposes, but specialized enough to be actually useful for those purposes.

2.1 The Value of Graph-Theoretical Representations

Graph theoretical representations have been standard and crucial for knowledge systems and com-
puter science in general for decades. Graphs as collections of nodes and relations are used to
represent a variety of concepts: frames and slots, entities and relations, nodes and arcs, concepts
and semantic relations, arguments and predicates, objects and attributes, types and properties, or
classes and states.

Formalisms which use graph theoretical representations are especially important for our purposes,
as they both capture important inherent properties of dks, and provide a valuable human interface.
Their long legacy goes back to semantic networks and before [20, 48]. The birth of hypertext moved
graph theoretical representations into individual documents. Entity-relation diagrams, data
ow
diagrams, and others are central to information science in general [17]. Our colleagues [34, 35, 40]
work with such graphical structures as scratch nets and factor complexes as representations for cops
to self-elicit their knowledge structures. And the growth of the Web, merged with bibliometrics,
have placed an emphasis on graph formalisms for representing dks in general [1, 16, 28, 29, 50].

The software development community is also de�nitely moving in this direction. The current HTTP
protocol for the Web is decidedly graph-theoretical, but primitively so, mapping to the most basic of
directed graphs. Other attempted hypertext standards (e.g. HyTime [38]) had more sophisticated
approaches, with typed-link hypertexts mapping to labeled graphs. Other developing standards
support yet more sophisticated graphical models (see Sec. 3.2). Graph theoretical tools are also
being developed for corpus and web management [9, 37].

Joslyn has proposed semantic webs [23] as directed, acyclic multigraphs. This structure has value
in striking the balance between generality and usefulness, being minimally suÆciently complex to
represent multiple, interacting loosely hierarchical structures within one corpus.

2.2 Towards Semantic Hyperwebs

Here we suggest a particular hypergraph-theoretical knowledge representation and software tool to
support a common set of activities within a portable KM environment. To reiterate some of the
comments from Sec. 1.1:

� Our goal is to invoke a general enough formal structure so as not to commit to any particular
interpretation or highly speci�ed existing system, for example Cyc's upper ontology [11, 32,
33], or to any particular KM task, such as ontology or natural language representation or
meta-data editing [42].

� Similarly, we wish to not commit to any particular logic or inference system, since the task
of representation is at least prior to inference, if not suÆcient for some of our tasks.
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� We wish to have the ability to construct small, specialized knowledge structures which can
be shared amongst agents in collaborative knowledge exchange environments.

� Nevertheless, the structures should have suÆcient richness and potential complexity to be
able to represent both ontological and non-ontological structures in the same framework,
e.g. citation networks and the Web, entity-relation diagrams, natural language parse trees, or
any other diagrammatic structure (e.g. scratch nets or factor complexes).

We would like to o�er labeled, weighted, directed hypergraphs as this foundational structure
for KR in dks. In such structures:

� Nodes represent concepts, documents, keywords, agents, or any other entities in dks.

� Directed hyperedges of order n represent whatever n-ary semantic relations exist among
nodes.

� Labels, where present, indicate the kind of semantic relation.

� Weights (numeric attributes in [0; 1]), where present, indicate the strength of the semantic
relation.

When the nodes and links are included in inheritance hierarchies, we will call these structures
semantic hyperwebs. We postulate that semantic hyperwebs as equivalent to weighted con-
ceptual graphs [48].

We motivate the move towards semantic hyperwebs by building up structures with the following
characteristics:

Nodes and Relations: First establish the basic graph structure by de�ning a universe of dis-
course X with a; b 2 X, a relation R � X2, and a directed graph G on X. A link directly
represents an element of the relation:

a �! b () ha; bi 2 R

where a �! b is an edge in G.

Labeled Edges as Binary Propositions: Advancing to labeled graphs [3], the labeled links
(edges) represent propositions, where the label on the edge represents the predicate and
the nodes the arguments:

a
f
�! b () f(a; b)

for some predicate f .

Labeled Hyperedges as n-ary Propositions: Representing higher-order relations or proposi-
tions requires a directed hypergraph, a structure H = hX;Ei where E is a collection of
directed hyperedges ~e = hx1; x2; : : : ; xni, where xi 2 X and n is the order of ~e [4, 8, 36, 49].
The order of H is the maximal order of the e. Thus a directed graph is a directed hypergraph
of order two. And �nally, a directed hyperedge with label f of order n thus represents the
n-ary proposition f .
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Diagramming directed hypergraphs can be diÆcult [49]. The left side of Fig. 2 shows the
unordered hyperedge fa; b; cg simply as the label of the subset. A directed hyperedge has the
form of a vector ha; b; ci. The center of Fig. 2 shows its diagrammatic representation, where the
numbers indicate the position of each argument in the proposition f(a; b; c). The \tentacle"
representation is commonly used, as shown in the right of Fig. 2, basically transforming it
into a higher-order bipartate graph where the predicates and arguments are distinguished,
and the new edges are labeled by the argument position.

a

b c

f

1

23
a

b c

f

a 1

b 2 c 3

f

Figure 2: (Left) The unordered hyperedge fa; b; cg. (Center) The ordered hyperedge ha; b; ci.
(Right) The \tentacle" representation of ha; b; ci.

Inheritance Hierarchies: Link types (labeled edges) are of central importance, and correspond
to a data typing mechanism. Individual link types can represent semantic categories, ontolog-
ical or semantic relations, predicates relating arguments (their nodes), or any other relation
typing needs. As data types, it is natural that they exist in a multiple inheritance hierarchy,
and available through an OO database. Thus the nodes and relations need to be related in
lattices. Node hierarchies represent sub-typing, whereas relation hierarchies represent inher-
itance of relational properties.

Link types should be parameterized by their relational properties, including at least re
ex-
ivity, transitivity, symmetry, and the \antis" of those. These should be available both for
identi�cation purposes (\how transitive is this sub-graph?"), and for construction of closures
(\save the transitive closure of this graph").

An example of such a link-type hierarchy is shown in Fig. 3, from Sowa [48]. Here he shows
the possible classes of formal relations. Similarly, Fig. 4 shows the semantic relations possible
among a class of verb-types in the mono-stratal linguistic theory of Davis and Koenig [12, 13].

Such hierarchies are the backbone of ontological representations, as in the Cyc project [11, 33].
Another example drawn from Sowa [48] is shown in Fig. 5, demonstrating how it is possible
in complex hierarchies to represent both abstract relation types and concrete statements of
knowledge.

2.3 A Labeled, Directed Graph Example

Fig. 6 shows an example knowledge representation. This diagram is of a labeled directed graph
(neither weighted nor a hypergraph) where both the nodes and edges exist in type hierarchies. It is
derived from Fensel et al. [15] as an example of a structure representable in the Ontology Interface
Layer (oil). Source code is shown in Tab. 1 on p. 16.

Some features of the diagram include:
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Figure 3: Hierarchies of theories [48].

Figure 4: Inheritance relations among verb types [12].
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Figure 5: From abstract to speci�c semantic relations [48].
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Animal Not-Animal

Giraffe

Leaf

Carnivore

Eats

Eats

Lion

Herbivore

Plant

Tree

Eats

Has-Part

Eats

Tasty-Plant

Eats

Eats

Has-Part

X

Is-Eaten-ByIs-Eaten-By

Eats (inv: Eaten-By)

(Isa)

Has-Part (trans.)

Branch

Has-Part

Figure 6: Labeled-graph knowledge representation example, derived from [15].

� Inferred links are indicated by dashed edges.

� Negation is also supported, as in the speci�cation of the class of non-animals.

� The node hierarchy is indicated by the unlabeled links (links of \type null"), and indicated
in the key by (Isa). Composition of the relevant isa and eats relations allows for inference of
isa(lion,carnivore) and isa(gira�e,herbivore).

� \Has-part" is a standard ontological category, and a high-level link type in Sowa's hierarchy
in Fig. 3. This property allows inference of has-part(tree,leaf).

� \Eats" is a speci�c ontological category, and would exist deep within either of the hierarchies
of Fig. 3 or Fig. 5. Its possession of an inverse \is-eaten-by" allows other inferences, for ex-
ample that is-eaten-by(tasty-plant,carnivore) is inconsistent, because eats(carnivore,animal)
and isa(tasty-plant,plant) and isa(plant,not-animal).

2.4 Conceptual Graphs and Semantic Hyperwebs

We can de�ne semantic hyperwebs formally:

De�nition 1 (Semantic Hyperweb) A semantic hyperweb of order n is a structure S = hC;Li,
where C = fCg is a lattice of nodes and L = fHg a lattice of directed, weighted hypergraphs of
maximal order n on C.
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The abstract nodes C 2 C live in an inheritance hierarchy. The hypergraphs H 2 L also live in an
inheritance hierarchy, and each represents a di�erent semantic relation whose arity is that of the
order of H.

Note 2 By itself, L is a labeled, weighted, directed hypergraph constrained by the lattice ordering
relations among the H 2 L.

De�nition 3 (Semantic Web) A semantic hyperweb of order 2.

Note 4 Many simpler structures are recovered for special cases, for example if there are no weights,
or no labels, or if the structure is of order 2. For example semantic networks are recovered for an
order 2 structure with no weights, a fuzzy relation or graph for an order 2 structure with no labels,
and a Bayes net for additively constrained fuzzy relations. And of course, simple, unlabeled, and
unweighted graphs are supported by default.

However, conceptual graphs (cgs) have already been de�ned by Sowa as structures very simi-
lar to what we're proposing. The following de�nition is an interpretation and to some degree a
simpli�cation from [48].

De�nition 5 (Conceptual Graph (Simpli�ed) [48]) A cg is a structure G = hC;R; Gi, where
C is a lattice of concepts, R a lattice of relations, and G � C �R is a bipartate graph on C and R.

As with semantic hyperwebs, the concepts C 2 C live in an inheritance hierarchy. Each relation
(Ri 2 R) � Cji , where ji 2 f1; 2; : : :g is the dimensionality of Ri, represents a di�erent semantic
relation.

cgs capture most of the key characteristics we require: a lattice of node types and a lattice of
relation types which are de�ned on them. Indeed, we believe that semantic hyperwebs capture all
the properties of cgs and then some, all within a more elegant framework.

Conjecture 6 Each semantic hyperweb determines a unique conceptual graph. Conversely, each
conceptual graph determines a class of semantic hyperwebs equivalent to weights.

The conjecture basically states that a cg is equivalent to an unweighted semantic hyperweb. The
path to a proof involves mapping the conceptual relations R 2 R to the labels of the hyperedges
of L.

The issues where we part company with cgs include:

� Semantic webs are weighted structures.

� The bipartate representation of a cg echoes the \tentacle" representation of a hypergraph.
The di�erence is that all the tentacles together comprise a single hyperedge, whereas in the
bipartate graph these have to be called out distinctly.

� Similarly, hypergraphs are closer to the typed-link hypertext model. Here now only concepts
are represented as vertices, and relations of di�erent types are assigned edges of di�erent
types (labels), resulting in a labeled or multigraph mathematical structure.
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This can be seen in two partial examples. A cg for the statement \a person is between a rock
and a hard place" is shown in Fig. 7 [48]. The equivalent directed, unweighted hypergraph form is
shown in Fig. 8 in its non-tentacle form. The tentacle form is essentially identical to Fig. 7, where
the circular conceptual relation nodes become the labels of the directed hyperedges.

Figure 7: A conceptual graph [48].

Person 2

Rock 1 Place 3

Hard 4

Between

Attribute

Figure 8: A non-tentacle form of a directed hypergraph representation of the cg from Fig. 7.

3 Implementation Design

We have in mind coupling these mathematical structures with a particular, relatively quickly real-
izable implementation.

3.1 Front End

First, there is a need for a general, robust front end, not something highly specialized like the Java
Ontology Editor (JOE) [22], or Protege [42]. The following features are desired:

� A full drawing/visualization environment for both simpler node-arc diagrams and more com-
plex hypergraph form.
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� Rubberbanding

� A professional GUI: full undo/redo, a full audit trail (time stamping, authoring, versioning),
graphical and textual annotation, etc.

� Building on commercial platforms for graph editing and on supported protocols both at the
intersection of graph markup and KR.

Recent work at LANL collaboratively with the University of Liverpool has begun development
building from the Visio platform for Windows. Visio is a superb environment for working with
reasonably sized labeled graphs, and can be adapted to the tentacle representation of hypergraphs
and cgs.

3.2 Back Ends

We envision multiple back ends. Two necessary but subsidiary ones are:

� A relational or OO database, as is provided in the TSA-1/Liverpool Visio work.

� Specialized graph theoretical representations, for example for Matlab or for specialized graph
theoretical algorithms.

But the most important back end is a full read/write markup language facility. The community
has developed a series of markup environments over the years, in chronological order:

Hypertext: HTTP/HTML, representing directed graphs.

Typed-link Hypertext: HyTime [38], representing labeled, directed graphs.

Graph Markup Language (GML): Representing general graphs [18].

XML/XML-Schema: This is the current environment of choice for serial representations of
graphical structures [6].

RDF/RDF-Schema: This is the current hot standard, representing labeled directed graphs, and
recovering typed-link hypertext through URL markup, as shown in Fig. 9 [31, 43].

Ontology Interface Layer (oil): oil [39] is a very exciting standard being developed which
appears to capture unweighted semantic webs (unweighted second order semantic webs) com-
pletely, in addition to being a generic markup environment for graphs in general. We therefore
propose that our development be done in this context. oil code for the example in Fig. 6 is
shown in Tab. 1 [15].
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ontology-container

title \African animals"
creator \Ian Horrocks"
subject \animal, food, vegetarians"
description \A didactic example ontology describing African animals"
description.release \1.01"
publisher \I. Horrocks"
type \ontology"
format \pseudo-xml"
format \pdf"
identi�er \http://www.cs.vu.nl/ dieter/oil/TR/oil.pdf"
source \http://www.africa.com/nature/animals.html"
language \OIL"
language \en-uk"
relation.hasPart \http://www.ontosRus.com/animals/jungle.onto"

ontology-de�nitions

slot-def eats

inverse is-eaten-by

slot-def has-part

inverse is-part-of

properties transitive
class-def animal
class-def plant

subclass-of NOT animal
class-def tree

subclass-of plant
class-def branch

slot-constraint is-part-of

has-value tree
class-def leaf

slot-constraint is-part-of

has-value branch
class-def de�ned carnivore

subclass-of animal
slot-constraint eats

value-type animal
class-def de�ned herbivore

subclass-of animal
slot-constraint eats

value-type

plant OR
(slot-constraint is-part-of has-value plant)

class-def gira�e
subclass-of animal
slot-constraint eats

value-type leaf
class-def lion

subclass-of animal
slot-constraint eats

value-type herbivore
class-def tasty-plant

subclass-of plant
slot-constraint eaten-by

has-value herbivore, carnivore

Table 1: oil code for the example in Fig. 6 [15].
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Figure 9: Labeled graph representation in rdf [43].

3.3 Graph Theory Support

The tool or environment envisioned should provide ample support for graph theoretical techniques.
I am currently becoming more familiar with hypergraph theoretical methods, but can list a number
of standard techniques for analyzing and manipulating regular graphs:

� Subgraph extraction: by link type, node type, n-neighborhood, or a cut-level of weight.

� Dual graph construction

� Principle component analysis

� Cycle-�nding (\Is this graph cyclic? Show me the cycles. Reduce the cycles to new meta-
nodes")

� Chain-�nding (\Show the linear chains from A to B")

� Shortest path

� General and standard graph statistics

� Metricity calculations

� Planarity optimization

� Clustering

� Root and leaf �nding

� Level-�nding (when the graph is DAG)

� Morphisms, equality testing, distance measures (\how similar are these graphs? can I twist
this one into that one?")

Some examples of this kind of activity are shown. In Fig. 10 from Paton [40] we see transformation
of graphs into various structures. For example, A transforms the graph at the bottom of the
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E 

B 
A 

C 

D 

F 

H 

G I 

Figure 10: Transformations among graphs [40].

�gure to its line graph form, indicating connections among the edges (now considered as nodes
themselves), and C is the identi�cation of a clique.

Two other examples are drawn from an earlier paper of ours [23]. Fig. 11 shows cycle �nding and
\cyclic reduction". The cycle b �! c �! f �! d �! b in a graph R is �rst identi�ed and then
replaced with the single meta-node Y and meta-link a �! Y , recovering a new DAG with the level
sets identi�ed.

e

b

f

c

a

g

d

R

 

e

b

f

c

a

g

 

dY

R

 

e

a

g

YL1

L2

L3

L0

R'

Figure 11: (Left) A directed graph. (Center) Cycle identi�cation. (Right) Cyclic reduction to a
DAG [23].

In Fig. 12 [23]M is an acyclic multirelation: a directed labeled graph (multigraph) with two colored
edges and no cycles in any one relation type. In [23] we proposed these structures for representing
multiple interleaved hierarchies in dks. R(M) is the reduction of the two relations to a single
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(unlabeled) directed graph. On the bottom of Fig. 12 the two interleaved relations are separated.

M

d

c b

a R(M )

d

c b

a

c

b

d

a

c

a

db

R 1(M ) R 2(M )

Figure 12: (Top left) A multigraph (labeled graph). (Top right) Reduction to a directed graph.
(Bottom) Separation of relations [23].
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