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BSTRACT

 

: It is natural to advance closures as 

 

atomic

 

 processes of universal
evolution, and to analyze this concept specifically. Real complex systems like
organisms and complex mechanisms cannot exist at either extreme of complete
closure or lack of closure, nevertheless we should consider the properties of
closures in general, the introduction of boundaries, a corresponding stability,
the establishment of system autonomy and identity, and thereby the introduc-
tion of emergent new systems of potentially new types. Our focus should move
from simple physical closure of common objects and classical self-organizing
systems to 

 

semiotically

 

 closed systems that maintain cyclic relations of percep-
tion, interpretation, decision, and action with their environments. Thus, issues
arise concerning the use and interpretation of symbols, representations, and/
or internal models (whether explicit or implicit) by the system; and the syntac-
tic, semantic, and pragmatic relations among the sign tokens, their interpreta-
tions, and their use or function for the systems in question. Primitive semiotic
closures are hypothesized as equivalent to simple control systems, and in turn
equivalent to simple organisms. This leads us directly to the grand hierarchical
control theories of Turchin, Powers, and Albus, which provide an explicit
mechanism for the formation of new levels within complex semiotically closed
systems.

 

INTRODUCTION

 

In evolved systems we recognize spatial scaling from subatomic particles through
astronomical objects, and complexity scaling from subatomic particles through
chemical systems to social organizations. Each of these threads is dominated by the
same concepts: wholes and parts, insides and outsides, and alternating levels of vari-
ation and constraint.

It is natural to seek, if not a general evolutionary mechanism, at least a general
descriptive language for these phenomena. The concept of 

 

closure

 

 takes an impor-
tant role in this discourse. The resulting scientific program involves questions con-
cerning the typology of closures, and how closures of all kinds are expressed in
terms of more basic concepts. Two crucial questions relate to the extent, if any, that
closures can be considered distinct from systems in general, and the role that closure
concepts play in the great distinction between living and nonliving, semiotic and
nonsemiotic, systems.
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CLOSURES, BOUNDARIES, AND SYSTEM IDENTITY

 

First, we must consider closure concepts in general and how they relate to bound-
aries, hierarchy, and system identity.

 

Special and Synthetic Senses of 

 

System

 

Within the systems literature we can recognize two broad families of systems def-
initions.

 

1

 

 The standard view, which we will call structural, is perhaps best exempli-
fied by Webster’s definition of “a group of units so combined as to form a whole and
to operate in unison.”

 

2

 

 This has been adopted in the systems literature in many forms.
In mathematical systems theory this view is best expressed by the Mesarovic
school,

 

3

 

 which sees systems as mathematical relations (subsets of the cross-product
of the constituent state spaces).

We call this view structural because it focuses on the specific given types of rela-
tions among specific types of entities. It entails entering into a relation among mul-
tiple entities, called parts, to form a new whole entity with new properties at a level
hierarchically distinct from those parts. These new properties do not follow from
considering the parts simply together as a collection, rather they must enter into a
particular relation so that the whole is formed, resulting both from the parts as enti-
ties 

 

and

 

 from the particular way in which they are arranged, that is from their mutual
interrelation and organization.

The other view of systems, which we call 

 

constructivist

 

, is more recent. Consr-
tuctivism avoids concepts of existing entities with objective attributes, instead defin-
ing a system as a bounded region of some (perhaps abstract) space that functionally
and uniquely distinguishes it. Thus, it emphasizes the perceptions, and most signif-
icantly the 

 

distinctions,

 

 drawn by people. “Certainly, [the making of distinctions] is
the most fundamental act of systems theory, the very act of defining the system pres-
ently of interest, of distinguishing it from its environment.”

 

4 

 

Although this sense can
be traced in the systems theory literature to Ashby

 

5

 

 and Spencer-Brown,

 

6,7

 

 and it res-
onates with postmodernism, constructivist epistemology, and “second order cyber-
netics”,

 

8

 

 it should be noted that it is also used in much of classical physics, beginning
with thermodynamics, where a system is “any quantity of matter, any region of
space, etc., which is selected for study and set apart (mentally) from everything else,
which then becomes the surroundings” (Ref. 9 p1).

Recent 

 

physical constructivists

 

 such as Kampis

 

10

 

 and Rosen

 

11

 

 have emphasized
that the natural world of evolving, emergent systems can never be sufficiently repre-
sented by formal systems with fixed, finite, universes of discourse that have been de-
termined 

 

a priori

 

. Instead they suggest open-ended systems that define or construct
their own elements and universes of discourse through the emergent processes of
their own self-creation and self-modification.

These systems are not 

 

composed of

 

 things, but are rather 

 

defined on

 

 things, and
there is a clear distinction between their physical, “thinghood”, and logical, “system-
hood”, properties. Gaines reaches the 

 

solipsistic

 

 limit of this trend, defining a system
as “[that which] is distinguished as a system.”

 

12

 

Movement toward a synthetic sense of system, capturing both the structural and
constructivist traditions, is both possible and desirable. Previously we have
approached this within a more fundamental language of distinction, variety, and
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constraint, and on the distinction between cardinal (token) and dimensional (type)
distinctions and variety.

 

1

 

 It is sufficient here to note that both special senses and our
synthetic sense entail the presence of a distinction, or boundary, between any system
and its environment.

 

Boundaries, Closures, Throughputs, and Systems

 

In considering closures, then, it is crucial to more explicitly express this concept
of the boundary between system and environment. This was first expressed by von
Bertalanffy in his discussion of closed and open systems.

 

13

 

 Perhaps the clearest for-
mulation of this idea was due to Bunge,

 

14

 

 who provided a pseudo-topological defi-
nition later corrected and deepened by Marquis.

 

15

 

 To paraphrase in our language,
Bunge considered a system in the structural sense, and defined a boundary element
as a system element that, although contained within the system, also received influ-
ence from the environment. The boundary proper is then the collection of boundary
elements, and the interior the remaining elements, which are not boundary elements.

Let us now simplify things somewhat and consider only a frame of reference fixed
to a particular given system–environment distinction. Logically, we can then recog-
nize only two forms of relations (entailments, forces, influences, etc.) that flow
through a system–environment boundary. First, input–output relations are those that
flow through the boundary in one direction or the other. These we call 

 

linear

 

, and the
resulting subsystems 

 

throughputs.

 

 By contrast, those influences that flow reciprocal-
ly in both directions simultaneously across the boundary we call 

 

circular,

 

 and iden-
tify 

 

closures

 

 as the corresponding subsystems.
Of course, we could also consider influences completely contained within either

the environment or the system, but we do not do so here. We also recognize the cir-
cular relations as composed of two linear relations, in tandem, in opposite directions.
Furthermore, we use the terms 

 

linear

 

 and 

 

circular

 

 generally, to indicate only that
these relations flow through the boundary in either a one-way or reciprocal manner,
respectively. Nothing is implied about other senses of the term, for example linear
equations or linear systems theory.

If the circular relations linking system to environment are strong, then those
aspects of the environment and of the system, respectively, that participate in those
relations become very tightly linked. By contrast, those aspects of the environment
and system that participate in the linear relations are segregated into distinct regions.
The resulting process actually creates a 

 

new

 

 system: the closure of the old system–
environment coupling becomes the interior of a new system, with those aspects that
do integrate with the linear relations forming the new boundary (see F

 

IGURE

 

 1).
Conversely, we recognize the interior of the original system as a closure of some

(yet undetermined) interior elements, whereas the original boundary is participating
in linear relations with the original environment. In this (so far abstract) argument,
we have demonstrated that closures are, in fact, the most general mechanism for sys-
tem formation.

 

Properties of Closure

 

Each form of closure introduces a form of hierarchical scaling. In particular,

 

boundaries

 

 (as we have seen) distinguish those processes that are included in the
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closure (and are, therefore, inside the closure), from those that are excluded from the
closure (and thus outside). There is a corresponding 

 

stability,

 

 in that processes in-
volved in the closure generally exist at a relatively smaller spatial scaling, and both
faster and more permanent temporal scaling, than those outside. It is through this hi-
erarchy that system

 

 identity

 

 itself is established in terms of those boundaries and sta-
bilities. Finally, each closure can be recognized as imparting a form of 

 

autonomy

 

16

 

in terms of the circular relations in the interior.

 

Types of Closure

 

Generally, we recognize a continuum of classes of systems in terms of closures
and throughputs. One extreme is when the system is totally closed: the boundary is
empty, and all elements are in the interior. This corresponds to an idealized adiabatic
isolation: no energy or information can flow across that barrier. No processes of
organization or development can occur, but rather there is only an inexorable col-
lapse to thermodynamic equilibrium.

The other extreme is when the system is totally open, totally throughput—all
elements are in the boundary, and none are in the interior. This extreme is also an
idealization—as a system becomes less closed from its environment, it becomes
more involved in linear flows, and has weaker boundaries. In the limit, it actually los-
es all identity and ceases to exist as a distinct system.

Thus, it is clear that real, complex systems (the systems that are of most interest
to us, like organisms, complex mechanisms, and distributed information systems),
cannot exist at either extreme of autonomy. Rather, they are all both autonomous in
certain modes with respect to their environments and simultaneously involved, in
other modes, in throughput relations with their environments. Thus, closure is not an
unequivocal concept, but rather admits to degrees as the balance between linear and
circular processes changes, possibly from one extreme to the other.

 

Many particular types of closures are also recognized in systems science, including:

 

•

 

Self-Reference:

 

 Closure of reference within a system, for example within a
formal language or natural linguistic community, reflected in the 

 

referential
autonomy

 

 of these systems.

FIGURE 1. A possible mechanism for emergence: left, linear relations across a system
boundary; center, a cyclic closure develops across the system boundary; right, which re-
sults in a new boundary.
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•

 

Self-Organization:

 

 The concepts we have identified above are readily appar-
ent in classical self-organizing systems, for example, closures in autocatalytic
cycles and attractors of dynamical systems.

•

 

Autopoeisis:

 

 Where organizational closures result in stability and creation of
self-producing systems.

•

 

Control Systems:

 

 Where causal closures result in stability of controlled vari-
ables.

 

Physical Closures and Hierarchy

 

As mentioned above, one crucial property entailed by closure is hierarchy, or the
recognition of discrete levels in complex systems. Thus, the results of our discussion
can be seen in the work of the hierarchy theorists. In particular, Salthe recognizes
these as 

 

scalar hierarchies

 

 in physical systems.

 

17

 

A number of systems theorists

 

18–23

 

 have advanced theories that recognize distinct
hierarchical levels over vast ranges of physical space. Each of these levels can, in
fact, be related to a level of physical closure in our sense; that is, circularly-flowing
forces among a set of entities, for example among particles, cells, or galaxies. In one
sense the advances of these scientists are modest, dealing only with physical sys-
tems, and usually with gravitational interactions in astronomical systems. Neverthe-
less, in their work we can see some form of vindication for the grand unified
scientific view propounded by early systems scientists, such as von Bertalanffy and
Boulding.

The overall issue of levels in systems has been treated very well by Havel,

 

24

 

 who
casts scale as a dimensional unit similar to space, time, or mass. From this perspec-
tive, discrete levels of hierarchy are represented as discrete entities along this 

 

scalar
dimension.

 

 Such discrete layers are absent, for example, with fractal structures,
which, by virtue of their self-similarity, are actually 

 

smeared

 

 to different extents
vaguely across a wide range of scalar values. It can be hypothesized that the emer-
gence of such distinct scale-thin regions would indicate the presence of circular,
closed forces and, thereby, closures in our sense.

One last thought here is that we traditionally think of hierarchies using the math-
ematical metaphor of a tree, or a branching structure where each upper level is com-
posed of a distinct set of constituents or parts, each of which belongs to only one
such whole. In fact, mathematically, any partially ordered structure, for example one
in which parts can exist in multiple wholes, can be represented as being decomposed
into distinct levels.

 

25,26

 

 As we have considered it here, this would result again from
components participating in multiple kinds of relations and, thus, possibly existing
in multiple closures simultaneously.

 

SEMIOTIC SYSTEMS

 

So far we have considered the typologies of closures that include physical objects
and classical self-organization as closures of flows and structures. These systems
are, of course, sufficiently interesting in their own right, and bring many important
questions about the measurability of emergent properties.

 

27

 

 However, our focus
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should move from these relatively simple and well understood cases to the kinds of
systems that really interest cyberneticians; machines and organisms. In particular,
these systems admit to the kinds of 

 

specification hierarchies

 

 discussed by Salthe.

 

17

 

Semiotic Relations

 

What characterizes these systems is that they involve processes of perception,
interpretation, decision, and action with their environments. These semiotic process-
es involve the reference and interpretation of sign tokens maintained in coding rela-
tions with their interpretants. Thus, issues arise here concerning the use and
interpretation of symbols, representations, and/or internal models (whether explicit
or implicit) by the system; and the syntactic, semantic, and pragmatic relations
among the sign tokens, their interpretations, and their use or function for the systems
in question.

Semiotic relations are characterized by being 

 

contingent functional entailments

 

.
In particular, they are entailments, meaning regularities of constraints in system re-
lations; which are functional, meaning deterministic (equivalent to a mathematical
function); and which are contingent, namely that other such functional entailments
(coding relations) could have been possible. This concept captures the arbitrary cod-
ing nature of symbol systems—the symbol and its referent share no properties in
common except that the symbol refers to its referent when interpreted by an agent
acting within the constraints of the symbol system. These are contrasted with purely
physical systems, which are characterized by necessary functional entailments.

 

Simple Semiotic Systems

 

Again, drawing from the systems literature and our prior work,

 

28

 

 we recognize
two canonical classes of semiotic systems corresponding to our two classes of over-
all system relations across boundaries, as shown in F

 

IGURE

 

 2.
•

 

Control Systems as Semiotic Closures:

 

 Primitive semiotic closures are
hypothesized as equivalent to simple control systems, and in turn equivalent
to simple organisms.

 

29

 

 Such systems form semiotic closures with their envi-
ronments, and entrain cyclic processes of measurement, interpretation, deci-
sion, and action. Such semiotic closure was first introduced by Pattee in the
form of statistical closure

 

30

 

 and then semantic closure.

 

31

FIGURE 2. Left, a primitive control system (semiotic closure). Right, a primitive
model (semiotic throughput).
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•

 

Models as Semiotic Throughputs

 

: In primitive semiotic throughput systems
are hypothesized as being equivalent to simple models. Here the measurement
process produces internal representations of environmental states, but there is
no reciprocal action back into the environment to complete a closure.

 

Complex Semiotic Systems

 

We conclude by pointing to where a more detailed continuation of this discussion
leads. In particular, organisms and mechanisms clearly involve multiple, hierarchi-
cally nested levels of both models and control relations. In general, we are interested
in 

 

anticipatory control systems

 

, where an internal model of the environment is used
by a control system to make predictions as to which actions to take to maintain good
control. Consideration of the origins and operations of such systems lead directly to
the grand hierarchical control theories of Turchin,

 

32

 

 Powers,

 

33

 

 and Albus that pro-
vide an explicit mechanism for the formation of new levels within complex semiot-
ically closed systems.

 

REFERENCES

 

1. J

 

OSLYN

 

, C. 1995. Semantic control systems. World Futures 

 

45(

 

1–4): 87–123.
2. W

 

EBSTER

 

, M

 

IRIAM

 

 C

 

O

 

. 1989. New Merriam Webster Dictionary. Merriam-Webster.
Springfield, MA.

3. M

 

ESAROVIC

 

, M.D. & Y. T

 

AKAHARA

 

. 1988. Abstract Systems Theory. Springer-Verlag.
Berlin.

4. G

 

OGUEN

 

, J.A. & F.J. V

 

ARELA

 

. 1979. Systems and distinctions: duality and comple-
mentarity. Int. J. Gen. Syst. 

 

5

 

(1): 31–43.
5. A

 

SHBY

 

, R. 1956. Introduction to Cybernetics. Methuen. London.
6. Brown, G.S. 1972. Laws of Form. Julian Press. New York.
7. V

 

ARELA

 

, F.G. 1975. Calculus for self-reference. Int. J. Gen. Syst. 

 

2:

 

 5–24.
8.

 

VON

 

 F

 

OERSTER

 

, H., Ed. 1981. Observing Systems. Intersystems. Seaside, CA.
9. A

 

BBOTT

 

, M.M. & H.C. V

 

AN

 

 N

 

ESS

 

. 1972. Theory and problems of thermodynamics. 

 

In

 

Schaum’s Outline Series in Engineering. MacGraw Hill. New York.
10. K

 

AMPIS

 

, G. 1991. Self-Modifying Systems. Pergamon. Oxford.
11. R

 

OSEN

 

, R. 1991. Life Itself. Columbia University Press. New York.
12. G

 

AINES

 

, B.R. 1979. General systems research: quo vadis? General Systems Yearbook

 

24:

 

 1–9
13.

 

VON

 

 B

 

ERTALANFFY

 

, L. 1968. General Systems Theory. George Braziller. New York.
14. B

 

UNGE

 

, M. 1992. System boundary. Int. J. Gen. Syst. 

 

20:

 

 215–219
15. M

 

ARQUIS

 

, J.-P. 1996. A critical note on Bunge’s “system boundary” and a new pro-
posal. Int. J. Gen. Syst. 

 

24

 

(3): 245–255.
16. JOSLYN, C. 1998. Models, controls, and levels of semiotic autonomy. In Proc. 1998

Conference on Intelligent Systems. J. Albus & A. Meystel, Eds. 747–752, IEEE.
Gaithersburg, MD.

17. SALTHE, S. 1993. Development and Evolution. MIT Press. Cambridge, MA.
18. AUGER, P. 1990. Dynamics and Thermodynamics in Hierarchically Organized Sys-

tems. Pergamon. Oxford.
19. OLDERSHAW, R.L. 1982. Empirical and theoretic support for self-similarity between

atomic and stellar systems. Int. J. Gen. Syst. 8(1): 1–5.
20. OLDERSHAW, R.L. 1987. The self-similar cosmological paradigm: a new test and two

new predictions. Astrophys. J. 322: 34–36.
21. TRONCALE, L. 1978. Metacrescence: origins of hierarchical levels. In Proc. 22nd Conf.

of the Society for General Systems Research. R.F. Ericson, Ed.



74 ANNALS NEW YORK ACADEMY OF SCIENCES

22. TRONCALE, L. 1982. Testing hierarchical models with empirical data. In Proc. 26th
Conf. of the Society for General Systems Research. Len Troncale, Ed. 89–101, Inter-
systems. Seaside, CA.

23. TRONCALE, L. 1986 Allometry in biology, allometry in systems science. In Proc. 30th
Conf. of the Society for General Systems Research. 1. John Dillon, Ed. :D51–D61

24. HAVEL, I.M. 1996, Scale dimensions in nature, Int. J. General Systems 24(3): 295–
324.

25. JOSLYN, C. 1991. Hierarchy, strict hierarchy, and generalized information theory. In
Proc. 1991 Conference of the International Society for the Systems Sciences. 1:
123–132.

26. JOSLYN, C. 1996. Semantic webs: a cyberspatial representational form for cybernetics.
In Proc. 1996 European Conf. on Cybernetics and Systems Research. 2: 905–910.

27. JOSLYN, C. 1991. On the semantics of entropy measures of emergent phenomena.
Cybernetics and Systems 22(6): 631–640.

28. JOSLYN, C. 2000. Semiotic aspects of control and modeling relations in complex sys-
tems. Biosyst. To appear. (Originally published in Control Mechanisms for Complex
Systems. M. Coombs, Ed.)

29. JOSLYN, C. 1998. Are meaning and life coextensive? In Evolutionary Systems. G. Van
de Vijvier, Ed. :413–422. Kluwer.

30. PATTEE, H. 1973. Physical basis and origin of hierarchical control. In Hierarchy The-
ory. H. Pattee, Ed. George Braziller. New York.

31. PATTEE, H. 1982. Cell psychology: an evolutionary view of the symbol-matter prob-
lem. Cognit. Brain Theor. 5: 325–341

32. TURCHIN, V. 1977 Phenomenon of Science. Columbia University Press. New York.
33. POWERS, W.T. 1973. Behavior, the Control of Perception. Aldine. Chicago.




